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Disclaimer

Roche has been one of John Snow Labs’ customers since August 2018.

This presentation has been prepared by Roche and John Snow Labs to provide a high-level 

overview of Roche’s use of John Snow Labs’ products. 

Nothing contained or stated herein or during the presentation constitutes Roche’s endorsement 

of John Snow Labs’ products. 

John Snow Labs is fully responsible for accuracy and completeness of any statements related 

to John Snow Labs’ products, including the product’s performance. 



Roche: 120 years of medical innovation

* Roche Annual Report 2018

• #1 in biotechnology and in vitro diagnostics

• 20+ billion diagnostic tests performed*

• Advanced scientific knowledge and technology that 

increases the medical value of diagnostic solutions

• Leading provider of cancer treatment worldwide

• 127 million patients treated with Roche medicines*

• Focused on major medical indications and disease areas

• 30 Roche medicines on the WHO Model List of Essential 

Medicines*



Unstructured healthcare data challenges for NAVIFY portfolio

• Diverse customers distributed across the world

• Multiple Languages

• Oncology

• Different report formats (ex: pathology, radiology)

• Different terminologies (ex: SNOMED, LOINC, ICD-O-3)

Must unlock unstructured data to build a comprehensive, 

longitudinal view of the patient, and enable both clinical 

decision support and population analytics 

*In development



Sample TCGA Pathology Report

● The Cancer Genome Atlas (TCGA)

● A joint effort of the NCI and the NHGRI to accelerate 

our understanding of the molecular basis of cancer

● Hosted on Amazon S3 and NCI’s Cancer Genomics 

Cloud

● Pathology reports are very diverse:

○ Jargon

○ Tables

○ Key-value pairs

○ Hand-written notes

Disclaimer: This is sample data from TCGA. There is no real patient data being displayed here.



Manually Curated TCGA Report

Manual curation is extremely time 

consuming, expensive, and prone 

to errors

Disclaimer: This is sample data from TCGA. There is no real patient data being displayed here.



Sample Results from Curation

8 Entities and 73 Unique Labels

Token (Word) Entity Category (Labels)

Upper outer quadrant Tumor Site (Localization1)

pT1 Primary Tumor (pT1)

pN1 Regional Lymph Nodes (pN1)

pM1 Distant Metastasis (pM1)

Left Specimen Laterality (Laterality1)

4.5 x 2.0 x 2.0 cm Size of Invasive Carcinoma (Size1)

Medullary Carcinoma Histologic Type (Type1)

Poorly Differentiated Histologic Grade (Grade1)



The NAVIFY team identified two significant needs

Natural Language Processing (NLP):

● High accuracy

● Specialized for medical data

● Minimize time to train new models

● Extensible for new content types

Optical Character Recognition (OCR):

● High accuracy

● Retain document structure

(i.e. tables, lists, paragraphs,...)

Requirements for both:

● Scalable (support 10 million pathology 

reports per year)

● Compliant with privacy laws

● Integrates easily with AWS services

● Low cost



The use of NLP will be a journey 

• Initial goal of speeding up review of   

pathology reports

• Will then automate extraction of high 

confidence entities and relationships

(low hanging fruit)

• Will keep increasing automation of 

NLP over time



Introducing Spark NLP

● State of the art NLP for Python and Scala

○ Performance

○ Accuracy

○ Scale

● Apache 2.0 licensed

● Active development and community: 25 releases in 2018

● Spark and TensorFlow under the hood

● Healthcare specific extensions



John Snow Lab’s Spark NLP for Healthcare



Benchmarks: Accuracy

● “State of the art” means the best 

performing peer-reviewed results

● Example on named entity recognition:

○ Deep Learning TF graph based on 2017 

paper (bi-LSTM+CNN+CRF)

○ Trainable at scale with GPU’s

○ BERT embeddings

○ Contrib LSTM cells

● This benchmark is on en_core_web_lg 

dataset, micro-averaged F1 score



Benchmark: Speed

● Spark NLP was 80 times faster than 

spaCy to train a basic model on a single 

machine

● At the same level of accuracy

● Public benchmark was run on one Intel 

i5-6600k machine 4-cores, 16GB, SSD

Public benchmark - https://www.oreilly.com/ideas/comparing-production-grade-nlp-libraries-accuracy-performance-and-scalability



Benchmarks: Scaling

● 2.5x speedup on a 4-node EMR cluster 

compared to local execution

● Zero code changes

● Spark scales as Spark does: 1 to 3 orders 

of magnitude faster depending on cluster

● Not compared with spaCy or CoreNLP, 

because they can’t leverage a cluster

Public benchmark - https://www.oreilly.com/ideas/comparing-production-grade-nlp-libraries-accuracy-performance-and-scalability



Spark NLP and Deep Learning

● TensorFlow under the hood

○ No need to learn or manage it

○ Pretrained models and graphs

○ Training and inference on GPUs

● State of the art models and networks

○ Named entity recognition

○ Entity resolution/normalization

○ Negation detection

○ Spell checking and correction

○ Sentence boundary detection

○ Embeddings

“BERT: Pre-training of Deep Bidirectional 

Transformers for Language Understanding”.

Devlin et. al. (Google Research), October 2018.

Now natively available within Spark 

NLP



Back to the Task: Annotators

Optical Character Recognition (OCR)

The starting point is (de-identified) hospital reports

PDFs

OCR Output

Identified 17 OCR Parameters

Disclaimer: This is sample data from TCGA. There is no real patient data being displayed here.



Sentence Boundary Detection

Extracting complete sentences from messy, multi-page documents

As a means for text correction, sentence bounds organize text

Disclaimer: This is sample data from GENIA dataset - www.geniaproject.org. There is no real patient data being displayed here.



Tokenization

Tokenization is the point of analysis for every other annotator algorithm



Clinical Part of Speech (POS) Tagging

Assign a reference to the role each token has in a sentence

Clinical POS is different from “General English” POS - this impacts accuracy!

MEDPOST: https://www.ncbi.nlm.nih.gov/pubmed/15073016



Named Entity Recognition (NER)

Spark NLP provides both CRF and CNN+Bi-LSTM implementations 

We trained a model to extract 45+ labels from TCGA reports



Entity Resolution
With just NER - we can not resolve entities to structured code

Pre-trained models for resolving healthcare entities to standard SNOMED & ICD-10 codes



NLP Pipeline to Generate NER Training Set



Lesson Learned

● Extracting text from domain specific PDFs/images is unpredictable

● Quantitative evaluation of OCR is challenging

● Bridging the gap between domain knowledge & NLP requires consensus

● Evidence does not always match with standard terminologies

● Building NLP pipelines - that are generalizable:

○ Static components like tokenization, sentence detection, POS tagging and 

chunking can be re-utilized

○ Data sources (hospitals) differ, NLP approach needs to be plug and play



Thank You!!!
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We are hiring!

https://www.navify.com/careers/

Try Spark NLP at 

nlp.johnsnowlabs.com

or visit booth P16

https://nlp.johnsnowlabs.com/

