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Objectives
• Identifying the Problem

• From Human Labor to Automation

• Evaluating the Solution



Conceptualizing the Problem

• Defining the problem
• What is Home Health?

• What do we do?

• Scaling Volume with the expectation of Expert Reviewer



Silver Tsunami VS the Expert Reviewer

Silver Tsunami

• By 2022 more than 25 percent of US workers will be 55 or older 

• Nearly 10,000 baby boomers reach retirement age each day 

• Home Health is expected to grow by 6.7% next year 

Expert Reviewer

● Bureau of Labor Statistics projects that the need for medical coders 

will increased by 15% by 2027

● Healthcare Data is used in decision-making



Payment Reform
• Aging Baby Boomers

• By 2039 the rate of Medicare spending and net interest on national debt will 

exceed total projected revenues

• Payment reform focused on reduction in price



Conceptualizing the Problem

Problem

Decreased 
Payment

Decreased 
Experienced 

Workers

Increased 
Volume



The Solution

Increased Volume

Experienced Reviewer

Decreased Payment

• Manage the Data

• Distributed Workflow

• Identify the complexity of the record

• Identify the competency of the reviewer

• Reduce the noise within the clinical record

• Move to a payment model that better aligns with the 
technical solution

• Govern the data quality in the beginning to reduce the 
lift in the end.



Cupcakes, Puppies and Bombs

User Stories:

As a Manager I want to be able to identify assessments that are Hard, Medium 

and Easy by two metrics, degree of effort and perceived level of difficulty.

As a Manager I want to be able to identify employees that possess the 

appropriate skill level to complete the work for an assessment that has been 

categorized as Hard, Medium and Easy

Goal: Increase our overall production by 10% while ensuring the accuracy of 

the recommendation of 95%



What is Home Health?
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Source: Avalere analysis of the Medicare Current Beneficiary Survey, Access to Care file, 2015.

Chart 1.1: Age Distribution of Home Health Users and All Medicare Beneficiaries, 2015



Demographics of Home Health Users
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Changes in the Industry
• The IMPACT ACT

• Quality Measures

• Data Collection Instruments

• Standardized

• Governed by data rules

• Accuracy is an issue



What are we doing?
Specialized Generalized
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Transforming the Problem

• OCR is difficult, different layouts, different scales, noise, 

rotation.

• High number of records and pages.

• Need for cluster processing.

• Cluster processing is difficult.



● Independent project, integrates smoothly with Spark-NLP.

● Can handle both text and image documents.

● Handles image enhancements like denoising, rotation, scaling.

● Provides metadata like text coordinates, confidence, etc.

Spark OCR 

rotation scaling
image

enhancement

layout 

analysis

Normalized 

text with 

metadata

Different 

sources of 

text and 

images
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OCR challenges



OCR challenges



Spark NLP 
Design Goals

• State of the art Performance & Scale

• Frictionless Reuse

• Enterprise Grade

Built on the Spark ML API’s

Apache 2.0 Licensed

Active development & support

NLP FOR APACHE SPARK



Accuracy

● ”State of the art” means the best performing 

academic peer-reviewed results

● NER Benchmark on right is on en_core_web_lg 

dataset, micro-averaged F1 score

● Why is it more accurate?

○ Deep learning models, trainable at scale with 

GPU’s

○ TF graph based on 2017 paper (bi-

LSTM+CNN+CRF)

○ BERT embeddings

○ Contrib LSTM cells



● Benchmark for training a pipeline with

sentence bounder, tokenizer, and POS

tagger

● Trained on single Intel i5 machine with

4 cores, 16GB RAM, SSD

● Why is it faster?

○ 2nd gen Tungsten engine:

○ whole stage code generation,

○ vectorized in-memory columnar data

○ No copying of text in memory

○ Extensive profiling, config & code

○ optimization of Spark and TensorFlow

○ Optimized for training and inference

Performance



● Zero code changes to scale a 

pipeline to any Spark cluster

● Only natively distributed

open-source NLP library

● Spark provides execution planning, 

caching, serialization, shuffling

● Caveats
○ Speedup depends heavily on what you 

actually do

○ Not all algorithms scale well

○ Spark configuration matters

Scalability



NLP FOR APACHE SPARK: COMBINED NLP & ML PIPELINES

pipeline = pyspark.ml.Pipeline(stages=[

document_assembler,

tokenizer,

stemmer,

normalizer,

stopword_remover,

tf,

idf,

lda])

topic_model = pipeline.fit(df)



Solving the Problem

• We create a pipeline, composed by annotators.

• Spark-NLP is an annotation library.

• The pipeline runs in a cluster.

• We can process many documents in parallel and scale out.



Sample Pipeline
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Sample pipeline(cont.)

Entities like 
Diagnoses & 
Medications

Tokenizer

Spark

Document 
Assembler

Spell 
Checker

Related groups 
of words, e.g., 
paragraphs.

Token 
Annotations

Document 
annotations

NER

Corrected Token 
Annotations









Annotations - document 

([document,

0,

307,

History of Present Illness

Homer Simpson is a(n) 72 year old male with history of coronary 

altery disease, cardiomiuopathy, diabetes type 2, hypertension, chronic 

kidney disease, and other comorbidities. He presents with rectal bleeding in 

the last two weeks.

No dyspnea or cough. No chest pain .,

Map(sentence -> 0)])



…

13 = "[token,62,65,male]"

14 = "[token,67,70,with]"

15 = "[token,72,78,history]"

16 = "[token,80,81,of]"

17 = "[token,83,90,comonary]"

18 = "[token,92,97,altery]"

19 = "[token,99,105,disease]"

...

Annotations - token

● Multiple annotations live inside a 

Spark row.

● They come with errors from OCR.



…

13 = "[token,62,65,male]"

14 = "[token,67,70,with]"

15 = "[token,72,78,history]"

16 = "[token,80,81,of]"

17 = "[token,83,90,coronary]"

18 = "[token,92,97,artery]"

19 = "[token,99,105,disease]"

...

Annotations - spell checked

● Spell Checker is a token 

annotator.

● Takes context into consideration, 

and is domain specific.



Annotations - entities

...

13 = "[named_entity,60,63,O,Map(word -> male)]"

14 = "[named_entity,65,68,O,Map(word -> with)]"

15 = "[named_entity,70,76,O,Map(word -> history)]"

16 = "[named_entity,78,79,O,Map(word -> of)]"

17 = "[named_entity,81,88,B-PROBLEM,Map(word -> coronary)]"

18 = "[named_entity,90,95,I-PROBLEM,Map(word -> artery)]"

19 = "[named_entity,97,103,I-PROBLEM,Map(word -> disease)]"

...



Annotations - ner converter

0 = "[chunk,81,103,coronary artery disease,Map(entity -> PROBLEM, sentence 

-> 0, chunk -> 0)]"

1 = "[chunk,107,120,cardiomyopathy,Map(entity -> PROBLEM, sentence -> 0, 

chunk -> 1)]"

2 = "[chunk,124,138,diabetes type 2,Map(entity -> PROBLEM, sentence -> 0, 

chunk -> 2)]"

3 = "[chunk,142,153,hypertension,Map(entity -> PROBLEM, sentence -> 0, 

chunk -> 3)]"



Proof of Concept

Identify the 
competency of the 
worker

Expert vs Non-Expert

Identify the Record 
Complexity

Direct workflow to the 

employee competent to 

perform the job.

Cupcakes, Puppies, and Bombs

Cupcakes-Easy

Puppies-Intermediate

Bombs- Hard



Cupcakes, Puppies & Bombs

Feedback Loop
• Perceived Level of Difficulty-PLOD

• Subjective measurement

• Validated using objective measures

• Comparison among levels of experience among employees

• Normalized to account for these differences.
• Degree of Effort-DOE

• Measured using minutes spent within the record
• Time-stamps from all applications transformed into minutes



From Cupcakes to Automated Coding

Distrust of AI among healthcare professionals
• Emphasis placed on intuition

• General lack of knowledge regarding programming

• Fear of lost employment

Distrust to Trust
• Exposure

• Begin by replacing small pieces of the mundane within the process

• Augmented Intelligence

• Gradually transform the role

• Coding Specialist then becomes a Quality Specialist focused on ensuring the 

accuracy of the model



Sample Notebook



THANK YOU!

To try Spark NLP. Getting Started, Documentation, Examples, Videos, 
Blogs, Code, and an active Slack Community, 

https://nlp.johnsnowlabs.com

To bounce ideas:
Alberto Andreotti
Stacy Ashworth

https://nlp.johnsnowlabs.com/
https://www.linkedin.com/in/jose-pablo-alberto-andreotti-2170568/
https://www.linkedin.com/in/stacy-ashworth-4b939547/

